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The integration of Artificial Intelligence (AI) into everyday life will deeply reshape many areas of soci-
ety. Also within the medical domain, applying machine learning (ML) techniques on health-related data
promises paradigm-shifting advances. More accurate and efficient diagnostic tools, personalised ther-
apeutic regimes as well as prognostic or predictive measures are bound to improve the treatments of
patients. Yet, while many authors have voiced general ethical concerns, in-depth ethical analysis of
biomedical machine learning is still nascent.
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Intricate ethical questions arise when the very design of a program renders it opaque to human under-
standing. Artificial neural networks employed for Deep Learning (DL) can serve as a classic example
for this. In DL, programs can find their own, multi-layered representations based on vast training da-
ta, allowing the program to find novel patterns in the data. In practice, this can be of great value if it
renders a program’s predictions and decisions more accurate or allows for new and improved scientific
descriptions of a phenomenon. However, such novel forms of representations, recognizing patterns yet
undetected and potentially undetectable by human agents, often make it impossible to fully explain and
understand these so-called “black boxes”.
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In clinical contexts, such opacity poses particular ethical challenges. How can we address so-called re-
sponsibility gaps, created by complex interactions between human agents and black-box algorithms, if
a program’s recommendation is erroneous and endangers patients? How can informed consent be ob-
tained to use a program if it is by principle incomprehensible to both patients and health care profession-
als? How can we avoid discrimination against socially salient groups and protect vulnerable populations
from systematic bias without understanding the underlying computational processes?
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A popular strategy to tackle these challenges is to call for trust in AI. After all, trust can be a means to
deal pragmatically with uncertainty and incomplete knowledge in complex societies - and is generally
considered to be of vital importance in healthcare settings. Taking trust as a starting point, this project
hence asks if and under which conditions we can and should trust medical black boxes, bringing together
theoretical considerations and empirical analysis informed by semi-structured qualitative interviews. The
results of both parts shall be integrated in the sense of critical applied ethics to evaluate social practices
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concerning biomedical ML, improve bioethical theory addressing this field and provide guidance for
ethics committees and regulatory bodies.
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