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The need for large-scale computations or for supporting large data-intensive calculations leads to the
use of multiple (clusters of) parallel computers at different sites distributed across the Internet. The com-
putational grid and cloud are examples of such distributed (possibly heterogeneous) computing systems
and offer multiple hierarchical levels of parallelism: site, cluster, node, socket, core, vector, pipeline, and
instruction [1]. Each level of parallelism requires at least a scheduler. For instance, at the cluster level
there are batch schedulers and runtime systems. Depending on the level of parallelism, schedulers can
be viewed as global and local. From a site level parallelism perspective, global schedulers distribute
the computational tasks or the communication among the different sites, whereas local schedulers dis-
tribute the tasks or the communication among the computational nodes of a particular site. Furthermore,
from the cluster level parallelism perspective, decisions made by the runtime system regarding the initial
placement of application tasks to locally assigned computing resources can significantly influence the
outcome of a cluster level scheduler. The scheduling goals differ from level to level and may be conflict-
ing between levels. For instance, cluster level schedulers typically aim at maximizing fairness among all
applications in terms of their execution time which may result in non-optimal execution times for certain
applications. Application level schedulers typically aim at minimizing the execution time of a single appli-
cation, which may result in non-balanced execution times among applications. Addressing the problem
jointly at multiple levels is called multi-level scheduling and constitutes a multi-objective combinatorial
optimization problem.

[1] Michael Wolfe, Compilers and More: Programming at Exascale, March 2011, http://www.hpcwire.com/2011/03/08/com
at_exascale/
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